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Abstract

Quantum calculations (density functional theory) have been developed in order to propose a new insight into the

chemical erosion of pure and doped graphite considered as models for the various carbon materials cladding the first

wall of magnetically controlled fusion devices. The elementary processes considered are H, C and CHn adsorption and

desorption, and C, C2, CH, CCHn extraction from the surface. The quantum results are compared to experiments

through tentative new interpretations of the high-resolution electron energy loss spectroscopy vibration spectra, of the

thermal desorption spectroscopy experiments and of the analytical models proposed for chemical erosion.

� 2003 Elsevier B.V. All rights reserved.
1. Introduction

Carbon materials are widely used as plasma facing

material cladding the components of the first wall of

magnetically controlled fusion devices named tokamaks.

They were selected for their low atomic number and

their good thermo-mechanical properties. Up to now,

carbon-reinforced fiber composite is still foreseen to

handle the high heat fluxes, flowing on the divertor

target of the future thermonuclear experimental reactor

ITER [1]. The drawback of these materials is that they

experience erosion when exposed to the hydrogen flux

coming from the fusion plasma. Above a threshold en-

ergy of about 30 eV, physical sputtering occurs, pro-

viding a carbon sputtering yield of about 1% of the

incoming hydrogen flux [2]. A complex chemistry be-

tween hydrogen and carbon atoms also takes place both

at the surface and in the bulk of carbon walls, giving rise

to chemical erosion resulting in hydrocarbon production
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[3]. The rate of chemical erosion can be 10 times more

effective than the physical sputtering, depending on the

energy range of the incident particles and the tempera-

ture of the carbon target.

In his 1995 review, on the hydrogen surface chemistry

of carbon as plasma facing material, K€uuppers [4] pro-

posed a detailed description of the processes behind the

interaction of carbon with hydrogen fluxes. These pro-

cesses were categorized as follows:

(i) H2 release: this was the matter of our previous

papers [5–7].

(ii) Atom displacement under H impact: this reaction is

produced at very high energies (>124 eV) through

kinetic energy transfer to the carbon surface. This

can only be investigated by molecular dynamics

methods, which is not in the scope of this work.

(iii) Bonding: H particles impinging at the surface can

bond to the carbon network, provided that they

are slow enough. The result is the hydrogenation

and transformation of the carbon surface.

(iv) Etching: various radicals or molecules can be re-

leased from the surface thus altered; they can be
ed.
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Fig. 1. (a) Reactive, high-level (quantum, B3LYP) part of the

cluster; (b) representation of the complete cluster high-level plus

low-level (in the ONIOM sense).
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injected into the plasma, then be ionized, or be

adsorbed again after hydrogenation or de-hydroge-

nation.

The present work focuses on the last two domains:

(iii) and (iv). When carbon surfaces, at temperatures

ranging from 500 to 1100 K, are exposed to hydrogen

fluxes of thermal energy up to some 10s of eV, relatively

complex hydrocarbons can be formed such as C2Hy and

C3Hz in addition to CHx [3,8–11]. An experimental

study of chemical erosion of carbon exposed to deute-

rium ion flux, carried out in the tokamak Tore Supra,

showed that at Dþ energies lower than 50 eV, the carbon

production from C2Dy is as important as that originat-

ing from CD4. The C3Dz contribution is shown to be

also significant, since it is only a factor of 3 lower than

that of CD4 [12].

In ITER, the hydrocarbon molecule and radical

fluxes originating from chemically eroded carbon di-

vertor plates, together with H flux coming from the

plasma, are expected to form hydrogen-rich deposited

carbon layers on cold surfaces in the divertor area where

the ion flux is absent, and also on colder surfaces, not in

direct line-of-sight to the plasma, like the pumping ducts

[13–15]. This is a critical issue for the future fusion re-

actor, in which the tritium inventory will have to be

controlled for safety reasons.

To develop improved carbon-based materials with

reduced chemical erosion, optimized thermo-mechanical

properties and reduced hydrogen retention, several

doping solutions have been proposed [16], among which

boron, which is known for its gettering effect on low Z
impurity in tokamaks [17], especially oxygen. Boron

doping was shown to enhance the recombinative release

of hydrogen in the form of H2, resulting in a reduced

thermal-activated erosion yield and a shift of the tem-

perature of the maximum yield to lower temperature. At

the same time, hydrogenation of carbon atoms at low

temperature does not seem to be influenced [16].

This review is far from being exhaustive but it clearly

shows that, in the low-energy range H fluxes, chemical

erosion of carbon surfaces involves complex reactions,

which have not so far been systematically studied at the

nanometer scale, from a theoretical standpoint. As

mentioned by Jacob in [18], impinging species in the

range of several eV have sufficient energy to break bonds

at the surface and to open new reaction channels; this

field remains fairly unexplored both theoretically and

experimentally. The aim of this work is to model,

through the density functional theory, the interaction of

small hydrocarbon radicals (–H and –CHn) with the

(0 0 0 1) basal plane of pure or B-doped graphite. This

substrate is considered as a model for the carbon-based

plasma facing materials of tokamaks. The objective of

this work is also to thus provide additional quantitative

data for analytical kinetics-based models [16,19,20]. Two
kinds of phenomena will be considered corresponding to

different domains in energy. The very low-energy range

reactions (under 5 eV), inducing adsorption/desorption

processes and the 10–20 eV range, which is the domain

of radical fragments (CHn, CCHm) abstraction from the

surface.

The choice of the adsorbed as well as the extracted

radicals is not arbitrary. It forms a first attempt to model

the chemical reactions possibly occurring on the surface:

adsorbed radicals, atom/ion impact induced radicals

sputtering, small molecules production induced by ab-

straction from the surface of –CHn or –CCHn fragments

will also be considered [21,22]. However, it appears from

molecular dynamics simulation that the sputtered hy-

drocarbon species are mainly CHx and C2Hx [23]. All

these processes �activate’ the carbon network, either by

creating radical sites (H or –CHn desorption) or by

creating vacancy sites (radical abstraction). In the first

case, very reactive intermediate species are also injected

into the medium above the surface thus reinforcing the

reactivity of the whole system. Although these reactive

species are very difficult to observe using conventional

experimental setups, they play an important role in the

chain of reactions leading up to carbon surface erosion.
2. Method of computation

In our previous work [5], we established that small

clusters can efficiently describe the H–graphite interac-

tion. The smallest of these clusters is displayed in Fig.

1(a) and was referred to as g4. In the present work, we

intend to extend the surface relaxation resulting from

adsorption processes. Therefore the g4 cluster (16 at-

oms) is included into a larger system of two layers

around g4 on the graphene plane containing 64 atoms

(Fig. 1(b)). The whole system is described through the

mixed quantum mechanics/molecular mechanics (QM/

MM) ONIOM model [24]. The QM/MM approach has



Fig. 2. Stationary geometry for the adsorption of a single

carbon atom on the graphene sheet (singlet state).
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been successfully applied to similar carbon systems such

as single-walled carbon nano-tubes [25,26]. The high-

level cluster (g4) is computed at the UB3LYP/6-31G

approximation level. The low-level layer is described

through molecular mechanics (MM) and the UFF force

field [27]. Whereas in [5] only the adsorbent carbon and

its first neighbors were allowed to relax, here the whole

system (high-level and low-level clusters) has been op-

timized. The calculation is performed using the Gauss-

ian 98 computer programs suite [28].

The systems under study are constituted by H atoms

or –CHn radicals, n ¼ 0–3, in interaction with the

(0 0 0 1) basal plane of graphite. Boron doping is mod-

eled by substitution of C1 (first neighbor, called B1

system in the following) or C3 (second neighbor, B3

system). In any case, the reactive carbon center is always

C2 (Fig. 1(a)). Statistically, this model accounts for a

doping rate of up to 10% in boron considering that on

a graphite surface each carbon has 3 first neighbors and

6 second neighbors. Experimental studies have showed

that boron concentration as low as 3% is sufficient to

drastically decrease the chemical erosion rate of boron-

doped graphite under hydrogen ion flux bombardment

[16]. Above a threshold concentration, embedded crys-

tallites structures such as B4C appear in the carbon

matrix. This problem is under investigation and will be

developed in a forthcoming paper. The following

quantities will be calculated: adsorption/desorption en-

ergies of the above-cited reactive species, CH stretch

frequencies, surface erosion through abstraction of CH,

CC and CCHn radicals leading to the formation of single

holes in the carbon lattice. In the following, we will refer

to this species as �embedded radical’. The whole of these

processes corresponds to the definition of swift chemical

sputtering, which can occur even when the incoming

energy is in the eV range [29].

The adsorption/desorption energy is evaluated as

DE ¼ E1ðgrapheneþ adspeciesÞ
� Eminðgrapheneþ adspeciesÞ; ð1Þ

where Emin stands for the total energy of the system at its

minimum, E1 is the energy for the admolecule at 5 �AA
from the graphene, the other geometry parameters re-

maining unchanged. This approximation assumes that

the surface and the radical do not relax after desorption

or removal of a fragment creating a carbon vacancy in

the surface (non-adiabatic approximation).

In the graphene layer, all the quantum C–C bonds

are 1.416 �AA long, the MM ones are very similar, 1.409–

1.415 �AA according to their location in the cluster. This is

in good agreement with the dC–C distance in bulk

graphite, 1.423 �AA [30]. The B-doped graphene remains

plane but the C–B bonds are longer than the C–C ones

1.462–1.479 �AA, in good agreement with [6] (1.46–1.50 �AA)

and [31] (1.39–1.70 �AA) on hyparene compounds. Doping
in the second neighbor, B3 system, induces a shortening

of the C1–C2 bond (1.400 �AA).

Concerning the in-plane aromatic CH stretching

modes, the calculation was performed on benzene, py-

rene and coronene aromatic cycles. The associated cal-

culated scaled frequencies are summarized in Appendix

A. It can be seen that these modes are quite insensitive to

the number of aromatic nuclei.

In the following, we will denote [g4 + C] + H, the

system constituted by C bond to g4 and H isolated far

from the system described within the brackets, and the

equivalent for the other systems considered in the fol-

lowing sections. A special system of reference will be

[g4] + C + 3H, i.e. the graphene layer plus one carbon

and three hydrogen atoms far from the surface and far

from each other.
3. Results

3.1. Hydrogen atom adsorption

We have calculated an adsorption energy of 0.8 eV

(74.3 kJmol�1) for H on the pure graphite model; the

corresponding C–H bond length is 1.125 �AA. Boron

substitution in B1 considerably increases the adsorption

energy, 2.2 eV and less dramatically the CH length,

1.132 �AA. However, the doping effect rapidly wears off

since the substitution in second neighbor position yields

1.0 eV in energy and a bond length of 1.128 �AA. The

complete optimization of the cluster induces a surface

curvature that can be observed in Figs. 2–4. This is in-

herent to the model, which is finite in dimension and the

fact that we did not impose any constraint. It has been

shown [32] by photoelectron spectroscopy that the ad-

sorption energy of hydrogen on graphite, single-walled

nano-tubes and C60 increases with the local curvature. In

the present calculation, this does not induce significant

perturbation comparing to our previous studies detailed

in the next paragraph.

The present ONIOM model confirms the main result

of [6]: the substitutional B-doping reinforces the C–H

bond. The former results were respectively 0.7 eV for g4,

2.8 eV for B1 and 1.7 eV for B3. It must also be noted

that the calculation of the interaction energy is different



Fig. 3. Stationary geometry for the adsorption of the –CH

radical on the first neighbor boron-doped graphene: (a) triplet

state, (b) singlet state.

Fig. 4. Stationary geometry for the –CH2 adsorption on

graphene.

Table 1

Adsorption energy (eV) for pure, first neighbor B substitution

(B1), second neighbor B substitution (B3)

Graphite B1 B3

H 0.8 2.2 1.0

C 3.4 2.0 2.0

CH 1.0 4.0 5.7

CH2 3.6 4.9 4.4

CH3 1.4 4.2 3.1

Y. Ferro et al. / Journal of Nuclear Materials 321 (2003) 294–304 297
in the two papers. In [6], the reference state was relaxed

whereas here it is frozen. Relaxation of the reference

leads to a gain in adsorption energy of about 0.9 eV

according to [33]. However, the boron doping effect

appears to be the same in both studies except for the

long-range behavior that is weaker in our case with B3.

This discrepancy can be attributed to the difference in

surface relaxation. No constraint was imposed to the

interacting system here, leading to an increase in ad-

sorption energy for H (0.8 eV plus about 0.9 eV for re-

laxation of the reference adding up to 1.7 eV, as

compared to the 0.7 eV found in [6]). This greater ad-

sorption energy is in agreement with Letardi et al. [34]

who have found adsorption energies of 1.7–1.9 eV on

extended relaxed periodic graphite models. In any case,

the reactive carbon takes on a tetrahedral configuration

and hence evolving from sp2 to sp3 hybridization.

The CH vibrator frequency on pure graphene

(mCH ¼ 2592 cm�1) is very low compared to the fre-

quencies of the molecular systems given in Appendix A

for the C(sp3)H vibrational frequencies calculated at the

same level of approximation. It reflects the weakness of

the bond and the fact that the carbon hybridization is

half way between plane sp2 and full tetrahedral sp3. As

an illustration, the CCH valence angle is 99.2� whereas it
is 109.2� in cyclohexane and 111.3� in ethane.

In B1, the C–H bond length and consequently mCH
decrease, thus denoting a weakening of the C–H bond.
This is in apparent contradiction with the gain in energy

of 1.38 eV calculated on B1. This energy gain is prob-

ably due to an electronic point of view. The charge

transfer observed from B to C in B1 can illustrate this

last point. On the H-adsorbed pure graphite model, the

Mulliken charge of C2 is )0.39 electron. It becomes

)0.47 electron in the B1 system while the boron atom is

discharged (+0.24). Usually one expects that the empty

boron 2pz orbital will strongly attract the p aromatic

electrons and then discharges the neighboring carbons.

On the contrary, the electron charge transfer occurs

from B to C as it was also shown by Wang et al. [31].

The effect, however insignificant on bare surfaces, does

become important on hydrogenated ones, so the C–H

bond is much more polarized. This is also related to the

molecular orbital analysis developed in paper [6] where

we observed that in case of pure graphite, the extra

electron brought in by the H atom is located on an anti-

bonding type p orbital, whereas in the B-doped one, due

to the fact that boron has one electron fewer than car-

bon, the H electron can occupy a bonding p orbital.

In B3, the C–H bond length nearly reverts to its

initial value (pure surface) and the chemical bond is a

little stronger, 2.2 eV (Table 1), which is consistent with

the larger frequency calculated. The boron atom no

longer acts as electron donor, its charge is 0.01 electron;

nevertheless it induces an enrichment of the C2 electron

population, which is now )0.51 electron leading again to

the polarization of the C–H bond.

The hydrogen atom is never isolated on the surface,

in actual fact, up to 40% of the surface carbons are

hydrogenated. We then considered four Hs adsorbed on

the neighbors of C2: C1, C4 and C5 (Fig. 1(a)). This

hypothesis is consistent with [7] where it is showed that

the reactivity of these centers is enhanced by the initial H

adsorption. For these last three sites, CH remains 1.12 �AA
but C2H is now 1.09 �AA, i.e. shorter than in cyclohexane

or ethane (see Appendix A). The frequencies are 2928

cm�1 for C2H and 2636, 2714 and 2728 cm�1 for the

other three sites. This blue shift is probably due to a

larger relaxation of the layer induced by the change in

hybridization of the carbons. This dispersion of the mCH
signal is confirmed by experimental results reported by

Zecho et al. [35] who found, in a 2000 K thermal H atom
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source adsorption experiment on HOPG, a major peak

at 2650 cm�1, a small satellite at 2380 cm�1 and a re-

sidual one at 2770 cm�1. This was also confirmed by

DFT calculations carried out by the same authors.

3.2. Carbon atom adsorption

The two most stable electronic configurations for the

system [g4 + C] are singlet and triplet. The triplet is 0.1

eV more stable, but in this structure the adsorbed C’s

electrons are not coupled to those of the graphene,

therefore no covalent bond is established, only van der

Waals one and the distance to the surface is 2.42 �AA. In

the singlet state, stability is insured by two covalent

bonds making an almost regular cyclic structure (Fig. 2)

since the C–C bond lengths are 1.53, 1.54 and 1.59 �AA
(horizontal bond). The adsorption energy is 3.4 eV. A

very similar structure has been found by Nordlund et al.

[36] using molecular dynamics. They found 1.49 �AA for

the upward bonds and 1.56 �AA for the horizontal one,

their associated binding energy is 3.3 eV.

The B1 boron doping breaks this cycle and the ad-

sorbed carbon is single-bonded to C2 at least in the

doublet state. This bond breaking causes adsorption

energy to drop down to 2.0 eV. The quartet state is less

stable by 0.3 eV, with a cycle analogous to the one

shown in Fig. 2, except that the base is B1–C2.

The system B3 does not exist by itself since the ad-

sorbed carbon does not bond to B3 but slips toward B1.

3.3. CH adsorption

On the pure surface, the two spin multiplet states,

doublet and quartet, are nearly equivalent, the first one

being more stable by 0.13 eV, although the C–C bond

length is very long (1.62 �AA). This system is more stable

by 3.4 eV than the former one, i.e. [g4 + C] + H, indeed

a single carbon atom adsorbed on the surface is a very

attractive site for the ambient hydrogen atom flux.

The boron doping B1 induces very complex struc-

tures, a cycle (Fig. 3(a)) for the triplet state and a tri-

bonded pyramidal system (Fig. 3(b)) for the singlet, less

stable by 0.4 eV. In the latter case, the C–C bonds are

1.46 and 1.62 �AA and the C–B bond length is 1.72 �AA.

The B3 systems have very similar structures except

that the tetragon is based on C1C2C4 and no longer
Table 2

CH stretch mode frequencies (cm�1) for adsorbed radicals

Graphite

H Isolated: 2592 Cluster: 2636, 2714, 2728, 2928

CH 2920

CH2 3035(s) 3133(a)

CH3 2934(s) 3027(a) 3031(a)
involves B3. Compared to the B1 systems, they can be

considered as associated local minima about 0.8 eV

higher in energy. This underlines the complexity of the

problem and the great number of local minima that can

be found. These multiple bonds account for the large

increase in adsorption energy (Table 1) from g4 (one

bond) to B1 (two bonds) to B3 (three bonds).

The calculated stretching CH frequency is 2920 cm�1

on pure graphite, identical to that of H surrounding by

three others H at 2928 cm�1. The doping reinforces the

C–H bond and the mode is shifted toward the high-

frequency domain (Table 2).

3.4. CH2 adsorption

The CH2 radical is adsorbed through a cyclic struc-

ture (Fig. 4) on pure graphite. The lattice C2–C1 bond

length is 1.62 �AA, whereas the other two bonds are

C–C¼ 1.50 �AA and C–H¼ 1.08 �AA. This can be compared

to cyclopropane where C–C¼ 1.52 �AA and C–H¼ 1.08 �AA.

It denotes a covalent chemical bond, as a result the

adsorption energy increases strongly. The adsorbed

carbon is then sp3 and all its valence electrons are in-

volved in a chemical bond. Therefore, this conformation

is very stable even if potentially reactive. The [g4 + CH2]

system energy is lower by 6.1 eV than the system

[g4 + CH] + H, as it could be expected, the CH radical is

very reactive, more so than a single adsorbed carbon.

Again, the doped system exposes two minima: B1 is a

triangular cycle based on B1C2, whereas B3 is also a

triangle but the basis is only formed of carbon atoms

C1C2, the most stable is B1 (0.4 eV lower). In both cases,

the doping reinforces the graphene–radical bond but has

very little influence on the vibrational frequencies.

The CH vibrational frequencies are nearly the same

for pure and doped systems (from 3035 to 3136 cm�1 –

Table 2) and are very close to those in cyclopropane

(from 3028 to 3127 cm�1).

3.5. CH3 adsorption

The methyl group adsorbs in a staggered position

with respect to the lattice C–C bonds on any surface,

doped or non-doped. This system is 3.6 eV more stable

than [g4 + CH2] + H, and the adsorbed CH2 is then less

reactive than CH.
B1 B3

2460 2702

3078 3136

3024(s) 3121(a) 3038(s) 3136(a)

2938(s) 3056(a)

3043(a)

2953(s) 3053(a)

3038(a)
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Fig. 5. Summary of the relative stability of the adsorbed radi-

cals. On the upper part is featured the respective adsorption

energies. On the lower part are represented the respective sta-

bilities with respect to the common system of reference consti-

tuted by the graphene sheet and all the constituents (one

carbon, three hydrogen atoms) taken individually. The arrows

indicate the amount in energy that would be gained by cap-

turing an extra hydrogen atom.

Table 3

Removing energies (eV) of embedded radicals

Graphite B1 B3

C 18.3 13.0 15.4

CH 13.0 13.9 13.5

C2 11.9 10.6 10.6

CCH 10.3 10.4 11.3

CCH2 12.3 11.3 12.4

CCH3 13.1 11.6 9.9
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CH3 is not strongly bonded to the surface since its

adsorption energy is similar to that of H or CH, at least

for the pure graphite. This is reflected by the Cgraphite–

CH3 bond length that is longer (1.60 �AA) than in ethane

or cyclo-hexane (1.54 �AA). Nevertheless, this bond is re-

inforced by doping, and even more so in B1, even if the

C–C bond length is longer (1.63 and 1.64 �AA).

In the same way as for the former radical, the vib-

rational frequencies are very slightly perturbed by boron

substitution, they are also typical of C(sp3)H as in cyclo-

hexane, a little higher than in ethane.

3.6. Relative stability of the adsorbed species

The upper part of Fig. 5 gives a schematic repre-

sentation of the interaction energies (according to Eq.

(1)) of the fragments adsorbed on the non-substituted

graphene. The stability, and hence the reactivity, of

these adsorbed radicals is an important parameter in

evaluating the stability of the entire carbon surface be-

cause it considerably influences the single/double bond

carbon ratio (sp3/sp2). The carbon surface can also

�absorb’ or �release’ a large amount of H atoms or ions in

addition to the amount of hydrogen trapped into the

interior of the carbon bulk. The most tightly bonded are

C and CH2. The lower part of Fig. 5 describes the re-

spective stability (gain in energy) of these moieties with

respect to a unique common reference, [g4] + C + 3H.

As it could be predicted, the most stable is the methyl

group, which induces a total stabilization of 14.3 eV.

This drawing also indicates that the most reactive spe-

cies is the CH radical since the capture of an ambient

hydrogen atom would give adsorbed CH2 with an en-

ergy gain of 6.1 eV. It can also be inferred that when a

fragment such as C or CH2 is adsorbed, it constitutes a

particularly attractive site for the ambient H and it can

be successively saturated until CH3 is reached. Since the

methyl is not tightly bonded to the surface, it can be

easily detached to produce methane in the gas phase.

CH also is slightly bonded, it can be detached by slow H

impact and captured to produce CH2.

3.7. Abstraction

We have calculated the energy needed to extract the

adsorbed species plus the adsorbent carbon from the

lattice. The radical considered and the corresponding

energies are presented in Table 3.

The energy needed to extract a single carbon atom

from the lattice is 18.3 eV, which is larger than that for

CH (13.0 eV). Indeed, the former case implies the

breaking up of an aromatic double bond in place of a

single bond. Since the boron atom also breaks the aro-

matic double bond, the first neighbor doping decreases

the energy by a factor 24%; this effect is less observable

on B3.
The bonding of a carbon atom to the surface also

causes the bonding of the C2 atom to the lattice to

weaken since the energy needed to remove the embedded

CC fragment is lower than the energy needed to remove

the CH fragment. The aromatic graphene system is more

perturbed by C than by H adsorption. This can also
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reflect the greater stability of the CC radical compared

to CH.

The CCH embedded radical is also less strongly

bonded to the graphene lattice than the other ones, so

there is a continuous decreasing in energy from C to

CCH with little influence of boron doping. This behav-

ior is inverted with CCH2 and CCH3 as a result of the

stability of the formed adspecies. This stability is em-

phasized by structures and frequencies near cyclohexane

or methyl group in the ethane molecule.

Finally, boron doping does not significantly affect the

energy needed for abstraction, except for C and CCH3,

systems for which it causes a significant decrease.
4. General discussion

The general goal of this work was to quantify the

energies involved in various model processes of chemical

erosion of the pure or B-doped carbon covered inner

walls of tokamaks. We intended to underline the com-

plexity of the chemical reactions responsible for this

erosion, although the series of radicals we have consid-

ered is certainly far from complete. We have shown that

a relatively low-energy hydrogen flux (<20 eV) can ex-

tract from the carbon surface mono- and double-hy-

drocarbon radicals and these hydrocarbons can in turn

be adsorbed on the surface with energies under 5 eV. In

any case, this adsorption process goes along with a

trigonalization of the reactive carbon of the surface

which becomes sp3 and returns to sp2 after desorption.

This particular step, however, was not explicitly con-

sidered in this work.

Of course, we had to make number of approxima-

tions. The first one was to represent the carbon material

used in the PFC by the perfect (0 0 0 1) graphite basal

plane and to consider only one layer. We already dis-

cussed this point in our earlier paper and we concluded

that this model provides a good insight into the ele-

mentary chemical processes occurring on real carbon

materials. Moreover, having made the choice of a non-

defective surface, we cannot take into consideration the

border effects, at least in the present paper. We are

therefore not able to study reactive sites such as

C(sp3)H2, the only CH2 group we can take into con-

sideration is the adsorbed C(sp2)H2.

The second approximation lies in the quantum

method. We have also shown that the quantum cluster

used in this paper (g4) provides reliable results about H

adsorption and B doping effects on H adsorption. We

have made the substrate relaxation more realistic in

taking into account a larger part of the surface through

the ONIOM Hamiltonian and we have restricted our

study only to first and second boron neighbors, i.e. the

substituted atoms that are totally included in the

quantum high-level (B3LYP) cluster. However, we have
carefully checked that the calculated frequencies were

independent of the molecular mechanics part of the

cluster. Finally, we have given a non-adiabatic approx-

imation of the adsorption energy, assuming that the

surface is not relaxed right after desorption or etching.

This seems a reasonable approximation, moreover it is

imposed by computational reasons: self-consistency is

often not achievable when the quantum system is con-

stituted of two (or more) faraway separated sub-systems;

given that, most of the time, complete potential energy

surfaces are impossible to build.

It also remains to be noted that the temperature ef-

fects cannot be studied since the quantum calculations

are performed at 0 K.

4.1. Adsorption and abstraction

The present theoretical study confirms that the

chemical erosion mechanisms initiated by hydrogen flux

in the energy range under 20 eV, coming from the

boundary plasma of tokamaks, are complex and involve

other species than H only. The impinging H can be

adsorbed on the carbon surface, but it can also induce

the extraction of numerous radicals from this surface.

These radicals can adsorb themselves on the surface or

capture ambient hydrogen atoms from the incident flux

to generate new radicals that can adsorb in turn on the

surface. We have investigated only the simplest of these

species, selecting the reactions using only one adsorption

or abstraction per radical. A rather similar approach

was proposed by Kanai et al. [37]. But in the latter work,

the only reactive species considered was H, which upon

successive adsorptions leads to the formation of meth-

ane.

Schenk et al. [38] have proposed an analytical model

for the methane released. They assume that the kinetics

is determined by the Clattice–CH3 bond breaking associ-

ated to an activation energy of 2.43 eV, a value in good

agreement with Nakayama et al. [39]. Mech et al. [40]

have also provided a model for chemical erosion of

graphite due to low-energy Hþ and Dþ impact. These

authors, however, only considered the –CH3 radical

adsorption/desorption, and not the other hydrocarbon

radicals. It must be pointed out at this stage of the

discussion that most of experimental works on chemical

erosion mechanisms of graphite or other carbon com-

pounds deal with the production of methane only. In a

recent work Zecho et al. [21] propose a mechanism of

the hydrogen-induced erosion of unsaturated hydro-

carbon molecules. Mech et al. found activation energy of

1.5 eV for the methyl release, and 1.7 eV for H detrap-

ping. Horn et al. [20] have investigated the chemical

erosion of C:H film surfaces exposed to thermal H

atoms, via hydrocarbon production. Experimental tech-

niques, high-resolution electron energy loss spectros-

copy (HREELS) and thermal desorption spectroscopy
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(TDS), were used to investigate the films and modeling

of hydrogenation, de-hydrogenation thermal decompo-

sition reactions was carried out. In their numerical

simulations they used activation energies of 1.95 eV for

the erosion step via methyl and 1.73 eV for thermal

decomposition reaction of sp2 centers via H split-

off. However, these simulations of chemical erosion on

a-C:H films are never substantiated by theoretical

studies.

There is general agreement on the activation energy

for the H released found around 1.7 eV. We found de-

sorption energy of 0.8 eV without relaxing the substrate

after desorption, and an estimate of 1.7 eV when re-

laxation is considered. However, this value is not an

activation energy, which is probably 0.2 eV greater

[5,41], but the agreement between experiment and cal-

culation is very good.

We found energy of 1.4 eV for –CH3 adsorption. This

value is close to activation energies found by Mech et al.

[40], and rather close to that of the others authors.

However, methane can be produced by desorption (then

hydrogenation) of any fragment such as Clattice–C,

Clattice–CH, Clattice–CH2, Clattice–CH3, and the mean value

of the corresponding energies (Table 1) is precisely

2.35 eV versus 2.43 eV as found by Schenk et al. [38].

This numerical agreement may be fortuitous, but it is

remarkable to observe that our calculations yielded a

correct order of energy that can be compared to an ex-

perimental value derived from a global empirical ap-

proximation. This shows that methane production in

TDS experiments or in tokamaks can result from the

Clattice–CH3 bond breaking, but also from others CHx

fragments such as CH, whose adsorption energy is close

to that of methyl and below the activation energies ex-

perimentally established.

Otherwise, no interpretation of acetylene, ethene and

ethane production, evidenced notably by TDS experi-

ments, is given in papers such as [38] or similar works.

According to our calculation on CCHx radicals, the

surface erosion by chemical sputtering through extrac-

tion of an embedded radical is achieved at energies

ranging from 10 to 18 eV. These energies can easily be

provided to the system by low-energy hydrogen bom-

bardment of the surface. This is consistent with [29]

where molecular dynamics calculations established that

the chemical sputtering has the highest probability at

energies close to 20 eV. It is interesting to notice that the

two carbon compounds, CC and CCH especially, are

more easily removed than single carbon ones. They can

give ethene or acetylene by capture of hydrogen from the

incident H flux. The other fragments here considered

(CCH2, CCH3) need higher energy. This scheme is also

consistent with Vietzke et al. [42] who studied the

chemical erosion of a-C:H films by thermal hydrogen

atom impact. They detected a large spectrum of hydro-

carbons, –CHx, –C2Hx and –C3Hx. Among them, the
most abundant was the –CH3 radical, whereas no CH4

molecule was found. This suggests clearly that the ero-

sion mechanisms in this domain of energy are radical-

type chemical reactions.

Roth [3] also has proposed a tentative cataloging of

the energy domains concerned by carbon erosion under

low-energy hydrogen bombardment. He distinguishes

between:

(i) Reaction of thermalized ions within the implanted

surface, proceeding via the hydrogenation of car-

bon atoms.

(ii) Radiation damage induced par kinetic energy trans-

fer to lattice atoms, opening chemical bonds that

can afterward be saturated by hydrogen atoms. In

our analysis, this corresponds more particularly to

abstraction from the surface of embedded radical.

These reactions are associated to a threshold energy

Edam � 15 eV, above which damages can be pro-

duced under hydrogen bombardment.

(iii) Desorption of hydrocarbon radicals bonded to the

surface associated to a threshold of about 2 eV.

The range of values proposed by Roth for the three

different reactions mentioned above is very dependent

on the nature of the material investigated and the sur-

face temperature. However, the energies that we found

for adsorption and abstraction (Tables 1 and 3) are

consistent with this scheme.

4.2. Effect of Boron doping

The interaction between hydrogen and a large variety

of boron-doped graphite or a-C/B:H layers has been

extensively studied in many laboratories [43–46]. Their

results showed an increase in H retention and a strong

decrease of the chemical erosion of graphite together

with an increase of desorbed molecular hydrogen during

TDS experiments.

Based on experimental considerations, and using ul-

tra-thin amorphous hydrogenated carbon films at boron

doping level up to 33%, Schenk et al. [47] have suggested

that the activation energy for the C–H bond breaking on

B-doped graphite is 2.7 eV. This is very well confirmed

by our quantum calculation on B1: 2.2 eV (Table 1). On

the contrary, the same authors evaluate the C–CH3

breaking at 2.4 eV under the same conditions. It seems

questionable to consider that a C–C bond is weaker than

a C–H one, which is why we believe our result to be

more likely.

Concerning the adsorption of H, we found that the

effect of B-doping is a rather strong stabilization of the

bonding on the surface. However the long range effect is

more dampened than expected from our previous work

[6]. It also stabilizes the –CHn radicals, and now the

effect is at longer distance. In the latter cases, boron
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substitution implies complex structures and multiple

bonds. Sole the carbon atom is less bonded on the doped

surface than on pure graphene, which is due to its single

bonding in the former, as opposed to its double bond-

ing in the latter. The best linkage of H and CHx is

consistent with the increase in H retention and the re-

duced chemical erosion in B-doped carbon films. The

efficiency of low boron concentration (as low as 3%) is

also consistent with the long-range effect induced by

boron.

Schenk et al. invoke the graphitization effect of bo-

ron, our investigations are not adapted to this problem,

our cluster is too small and a molecular dynamics

method on a large system should be more suited and is

planned for the next future.

4.3. Vibrational frequencies

In 1983, in a pioneer work, Dischler et al. [48] gave a

tentative assignment of the infrared absorption bands of

amorphous hydrogenated carbon a-C:H. In their sam-

ple, 2/3 of the carbon atoms were tetrahedrally coordi-

nated. The observed frequencies were 3300 cm�1

assigned to C(sp)H, 3050 cm�1 to C(sp2)H arom, 3000

cm�1 C(sp2)H olef, 2920 cm�1 C(sp3)H2 asym and

sp3CH, and 2850 cm�1 C(sp3)H2 sym. We are in good

agreement concerning the assignment of the CH fre-

quency, their band #7 observed at 2920 cm�1 corre-

sponds very precisely with our H or CH (Table 2). In our

non-defective model, the C(sp3)H2 modes are noticeably

higher in frequency. This first example underlines the

difficulty of assigning the observed infrared adsorption

bands or HREELS results making use of the reference of

molecular spectra.

Biener et al. [49] have proposed a vibrational fre-

quency assignment in the mCH zone for different sub-

strate films: C:H, a-C:H and polyethylene and different

vibrational spectroscopies. This work is partly based

on [48]. Here, we propose an alternative assignment to

Table 1 of Biener’s paper, based on our DFT calcula-

tions:

• �Peak code a’: 3320 cm�1 (C:H film) and 3300 cm�1

(a-C:H film): can be assigned to an adsorbed –CH

radical having a more pronounced sp type than the

one derived from our model. This can be due to rad-

ical–radical interaction or to surface defects. We did

not, however, calculate such a high frequency.

• �Peak code b’: 3050 cm�1 (C:H film): Biener assigned

this peak to aromatic CH. This is in very good agree-

ment with our calculated frequencies (Table 2) on g4,

g7 and benzene, but it could also involve a contribu-

tion from adsorbed CH2.

• �Peak code c’: 2920 cm�1 (both C:H film and a-C:H

film): corresponds to –H adsorbed aggregated on

the surface or to –CH.
• �Peak code d’: 2850 cm�1 (both C:H film and a-C:H

film): the low-frequency peaks are probably due to

adsorbed –H in various environments.

These last two vibration mode attributions are to some

extent consistent with Biener’s, who assigned the last

two peaks to respectively anti-symmetric and symmetric

(CH)sp3, with no more specification.

Our proposal is in agreement with the HREELS

study on thermal treatment presented in the same paper

since the first peaks to disappear are those at 3320 cm�1,

from 300 up to 600 K, then those at 2920 and 2850 cm�1

from 600 up to 1040 K: the moieties we associate to

these frequencies correspond to the lower adsorption

energies (Table 1).

Concerning the HREELS frequencies about boron-

doped C:H films in Schenk et al. paper [47], the peak

indicated at 3057 cm�1 can be attributed to a –C(sp2)H

or to –CH3 as well. Table 2 presents no wave numbers

around 2850 or 3315 cm�1, neither for pure nor for

doped surfaces. In our analysis, the 3315 cm�1 peak

could be attributed to –C(sp)H adsorbed on surface

defects. The 2850 cm�1 peak can be attributed to ad-

sorbed –H equivalent to the 2928 cm�1 on pure surface

since doping causes this frequency to slip down by about

70 cm�1.

Also, the B–H frequency near 2500 cm�1 cannot be

found on the HREELS spectra since we have demon-

strated earlier [6] that the protons prefer to bond to

carbon, never to boron. Fortunately, this band does not

appear, otherwise it could be mistaken with the very low

CH stretch frequencies when isolated on the surface at

2592 cm�1. The fact this band does not appear also in-

dicates that H adsorption is of cluster-type on the sur-

face.
5. Conclusion

In conclusion, even if our model is of limited size, it

has been able to evidence some results that can be useful

for the general understanding of the physics underlying

the chemical erosion of plasma-facing carbon surfaces. In

particular, we have shown that these processes are cer-

tainly very complex, more than those included in the

analytical simulation model. We have determined that

boron atom inclusion gives rise to rather complicated

chemical reactions. For both surfaces, doped and non-

doped, we have been able to propose quantum-based

energies associated to already known processes, but also,

for reactions seldom included into analytical models.

However, the study is developed on a perfect non-defec-

tive surface. The next step of the study will be developed

on defective surfaces, on carbon atom vacancies and at

the borders of the graphene plane, especially the so-called

(1 0 1 0) zigzag edge and (1 1 2 1) armchair edge [50].
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Appendix A

CH stretches vibrational frequencies at the UB3LYP/

6-31G level (scaling factor: 0.96)

• C(sp)H

� Acetylene 3311–3416 cm�1, dCH ¼ 1.065 �AA
• C(sp2)H

� Ethylene 3022–3124 cm�1, dCH ¼ 1.087 �AA
� Benzene 3057–3096 cm�1, dCH ¼ 1.086 �AA
� Pyrene 3055–3087 cm�1, dCH ¼ 1.086 �AA
� Coronene 3058–3080 cm�1, dCH ¼ 1.086 �AA

• C(sp3)H

� Ethane 2918–3000 cm�1, dCH ¼ 1.097 �AA
� Cyclopropane 3028–3127 cm�1, dCH ¼ 1.085 �AA
� Cyclohexane (chair shaped) 2892–2957 cm�1,

dCH ¼ 1.101 �AA
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